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Abstract— In recent years, there has been an increasing amount of research performed in the area of mobile robotics. As such, numerous strategies had been proposed to incorporate various fundamental navigation behaviors such as obstacle avoidance, wall following and path planning to mobile robots. These controllers were developed using different methods and techniques which range from the traditional logic controllers to neural controllers. Logic controllers require the programmer to specify the required action for all states of the mobile robot and neural networks, such as the popular backpropagation feed-forward neural network, will require the presence of a teacher during learning. To achieve a fully autonomous mobile robot, the robot should be incorporated with the ability to learn from its own experience. Supervised learning is an important kind of learning. However, it alone would not be sufficient for learning from interaction. To enable, the mobile robot to learn through interaction with the environment, the reinforcement learning algorithms are investigated. In this paper, the Neural Q-Learning algorithm was implemented on the Khepera II via the Webots software. The designed controllers include both sensor and vision based controllers. These controllers are capable of exhibiting obstacle avoidance and wall following behaviors. In addition, an obstacle avoidance controller which is based on a combination of sensor and visual inputs via fuzzy logic was proposed.
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I. INTRODUCTION

As defined by Sutton, R. S. and Barto, A. G. [1], reinforcement learning is learning what to do - so as to maximize the numerical signal reward. The learner is not told which actions to take, as in most forms of machine learning, but instead must discover which actions yields the most reward by trying them. Figure 1 shows the agent-environment interaction in reinforcement learning [1]. The Q-Learning algorithm proposed by Watkins, C. and Dayan, P. [2] is a widely used implementation of reinforcement learning based on dynamic programming technique and temporal difference methods [1]. The algorithm estimates the expected discounted numerical signal reward $Q(s,a)$ by taking action $a$ at state $s$. This will bring the robot to the next state, $s'$. The algorithm further estimates the numerical signal for the next state $Q(s',a')$ assuming action $a'$ is taken in state $s'$. Then, using the results of each action, it updates the Q-values of the Q-table according to the following equation,

$$Q(s,a) \leftarrow Q(s,a) + \alpha [r + \gamma \max_a Q(s',a') - Q(s,a)] \quad (1)$$

where $\alpha$ is the learning rate, $\gamma$ is the discount rate and $r$ is the immediate reinforcement. The nature of the Q-learning algorithm towards problems with a discrete set of states and actions make it very suitable for the development of mobile robot navigation behavior such as obstacle avoidance and wall following.

Fig. 1 The Agent-Environment Interaction in Reinforcement Learning

However, its original standard tabular formation used to hold Q-values would not yield an efficient system. For instance, a robot with eight sensors which has an input range of 0-1022 for each sensor with five actions to choose from will require a $(1.1995 \times 10^{24}) \times 5$ Q-table. To
efficiently update and read the Q-values from such a large table would impose a serious problem. The only was to learn anything at all on these tasks is to generalize from previously experienced states to ones that have never been seen. As such, the standard tabular formation had been replaced by function approximators such as neural networks.

II. RELATED WORKS

Apart from applying neural networks to Q-learning, it has also been applied onto actor-critic architectures. The types of neural network utilized for reinforcement learning algorithms are the backpropagation feed-forward neural network, recurrent neural network and the self organizing maps. Jakša, R. et al [3], Yang, G.-S. et al [4] and Huang, B.-Q. et al [5] had similarly approached the problem of mobile robot navigation through the combination of the multilayer feed-forward neural network with reinforcement learning algorithms. Jakša, R. et al [3] had utilized an actor critic architecture whereas the latter two had utilized the Q-Learning algorithm. All results obtained are verified via simulation results only. In addition, the developed reinforcement learning controllers are entirely based on the mobile robots’ sensors.

The main difference between the recurrent neural networks and the backpropagation feed-forward neural networks is their internal structure. The input layer of the recurrent neural network is divided into two parts; the true input units and the context units. The context units simply hold a copy of the activations of the hidden units from the previous time steps. In 1998, Onat, A. et al [6] had thoroughly discussed the architecture, learning algorithms and internal representation of recurrent neural networks for reinforcement learning and had performed comparisons across the different types of network architectures and learning algorithms through a simple problem. At the same time, Cervera, E. and del Pobil, A.P. [7] had not only applied the recurrent neural network for a sensor-based goal finding task, but the duo extended it by proposing a new method for state identification that eliminates sensor ambiguities.

The implementation of self organizing maps for Q-learning was further illustrated by Sehad, S. and Touzet, C. [8]. This network learns without the requirements of supervision and it could be able to detect irregularities and correlations in the input, and adapt to that accordingly. The pair had used the self organizing maps together with Q-learning to develop an obstacle avoidance behavior for the robot and its inputs are made up of the 8 proximity sensors.

The other category of reinforcement learning controllers is the vision-based controllers. The previously discussed works are all sensor-based controllers. The most basic vision based controllers are those which directly input the captured image to the neural network. This is illustrated in the work of Iida, M. et al [9] and Shibata, K. and Iida, M. [10]. The former utilized a linear grayscale camera (1x64 pixels) and the latter utilized a CCD camera (320x240 pixels). The actor-critic architecture was utilized to enable the mobile robot to orientate itself towards an object and pushes it towards the wall.

To further improve the behavior of vision based controllers, Gaskett, C. et al [11] had utilized a continuous state, continuous action reinforcement learning algorithm based on a multilayered feed-forward neural network combined with an interpolator. This interpolation scheme is known as ‘wire-fitting’. The ‘wire-fitting’ function is a moving least squares interpolator which is used to increase the speed experienced during the Q-value updating process. It allows the updating process to be conducted whenever it is convenient. The simulation results show that the robot is capable of demonstrating wandering and servoing behaviors through trial and error using reinforcement learning.

III. SYSTEM OVERVIEW

Webots [12] is a commercial mobile robot simulation software used by over 250 universities and research centers worldwide to model, program and simulate mobile robotics. The main reason for its increasing popularity is due to its ability to reduce the overall development time. Using this platform, a flexible simulation for the Khepera II was developed. Some of the notable features in the simulation are the custom maze design feature, repositioning and reorientation of the sensors, changing wall and floor textures, light intensities, etc.

In addition, Webots was interfaced with the Microsoft Visual C++ .Net 2002 integrated development environment by using a combination of MC++, C++ and C programs. Furthermore, the C programs were interfaced to Matlab 7.1 through the Matlab engine. Matlab was further used to communicate to the serial port such that control commands could be sent to the real robot and vice-versa via the radio base and radio turret. The interaction of the various modules of system is shown in Fig. 2.
The Neural Q-Learning algorithms are mostly written in C. It could be easily interchanged from one algorithm to another algorithm by using Graphical User Interface (GUI) developed for the robot controller. By treating Matlab as a background computation engine, the C programs are able to make use of the neural network toolbox in Matlab. Thus, data will be transmitted back and forth from the simulation to Matlab and vice-versa.

IV. NEURAL Q-LEARNING

In this work, a total of four controllers were developed. These controllers are:

(i) Sensor-based Obstacle Avoidance Controller
(ii) Sensor-based Wall Following Controller
(iii) Vision-based Obstacle Avoidance Controller
(iv) Obstacle Avoidance Controller based on a Combination of Sensor and Visual Inputs

A common learning algorithm applies to all these controllers. The Neural Q-Learning algorithm implemented is as follows,

(i) Initialize the neural network in Matlab and randomly assign the weights of the neural network.
(ii) Define the initial position of the Khepera II in the simulation.
(iii) Obtain the sensor readings from the infrared sensors/ visual input from the camera/combination of both.
(iv) Obtain $Q(s,a)$ for each action by substituting the current state and action into the neural network.
(v) Determine an action, $a$ according to the Boltzmann Probability Distribution (during learning) or the equation $a = \max(Q(s,a))$ (after learning).
(vi) Robot takes action, $a$ and reach a new position. Get current state.
(vii) If a collision occurred, a negative numerical reward signal will be granted and the robot is reset back to its initial position.
(viii) Then, generate $Q^{\text{target}}$ according to the equation:

$$Q^{\text{target}}(s,a_t) = r(s_t, a_t, s_{t+1}) + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1})$$

where $\gamma$ is the discount rate ($0 \leq \gamma \leq 1$), $r(s_t, a_t, s_{t+1})$ is the reward signal assigned to action $a_t$ for bringing the robot from state $s_t$ to state $s_{t+1}$.
(ix) Construct the error vector by using $Q^{\text{target}}$ for the output unit corresponding to the action taken and 0 for other output units.
(x) Repeat (iii)-(ix) until the robot is able to demonstrate the expected behavior.

To allow the mobile robot to explore the environment first and slowly converge to exploiting the learnt policy, the Boltzmann Probability Distribution was utilized. The Boltzmann probability could be denoted by the following equation,

$$\text{prob}(a_k) = \frac{1}{f} \exp(Q(s_t, a_k)/T_t)$$

where

$$f = \sum_a \exp(Q(s_t, a)/T_t)$$

and $t$ is the current iteration and $k$ is the index of the action selected. The Boltzmann Probability Distribution was originally derived for physics and chemistry applications. Nevertheless, it was adopted for the use in reinforcement learning algorithms to define a policy which becomes greedier over time. The key parameter to ensure this policy is the $T$ parameter, which is known as the temperature. It controls the randomness of the action selection by setting it high at the beginning of the learning phase and slowly decreasing on each iteration by the following equation,

$$T_{t+1} = T_{\text{min}} + \beta(T_t - T_{\text{min}})$$
where $T_{\text{min}}$ and $\beta$ ($0 < \beta \leq 1$) are constants. Thus, as $T$ approaches $T_{\text{min}}$, the robot will change from exploration to exploitation of the learnt policy. The robot will have a total of 5 actions to select at any state. These actions are illustrated in Fig. 3.

The robot will have a total of 5 actions to select at any state. These actions are illustrated in Fig. 3.

**A. A Sensor-based Obstacle Avoidance Controller**

This controller is very much similar to the works of Yang, G.-S. et al [4] and Huang, B.-Q. et al [5]. However, they had only validated this in simulation only. In this work, it has been further extended to the validation of the controller on the actual robot. The input states are the 8 sensor readings. The neural network design which has successfully demonstrated the desired result is a 3 layer feed-forward backpropagation neural network. Fig. 4 shows the neural network architecture for this controller. It has 3 layers with 8 neurons on the input layer (pure linear activation function), 16 neurons on the hidden layer (tangent sigmoid activation function) and 5 neurons on the output layer (pure linear activation function). The Variable Learning Rate Backpropagation training algorithm is used to train the neural network and it has eight input which ranges from 0 to 1022 for each infra-red distance sensors. The reward function is designed as,

Forward Motion: +0.30  
Turn Left: +0.15  
Turn Right: +0.15  
Rotate Left: -0.10  
Rotate Right: -0.10

A collision is defined to take place when any one of the five front sensors reads a value exceeding 600. If so, the reward for that iteration is -10.00. However if the reading is in between 250-600, then the final reward obtained is +1.00.

**B. Sensor-based Wall Following Controller**

This controller is basically an extension over the sensor-based obstacle avoidance RL controller. The network configurations and parameters used are the same for both controllers. The only difference between this and the previous controller is its reward function. By altering the reward function, the robot learns to refine its behavior from an obstacle avoidance behavior to a much refined wall following behavior. The reward function is designed as,

Forward Motion: +0.05  
Turn Left: +0.00  
Turn Right: +0.00  
Rotate Left: -0.10  
Rotate Right: -0.10

A collision is defined to take place when any one of the five front sensors reads a value exceeding 600. If so, the reward for that iteration is -10.00. However if the reading is in between 250-600, then the final reward obtained is +1.00.

**C. Vision-based Obstacle Avoidance Controller**

This controller represents its states in a totally different way if compared to the sensor-based controllers. The visual input is acquired from the K213 Linear Grayscale Camera. It provides an image with an array size of 1x64 pixels. To allow the robot to acquire an obstacle avoidance behavior through the linear grayscale input, some modifications are performed to the original environment. The surrounding wall textures will be required to be changed to black and white stripes. The number and width of these stripes changes as the robot moves toward or away from the walls. As such, this will serve as a pattern for the robot to determine whether it is close to a wall, based on the visual input. Fig. 5 shows the Khepera II with the K213 Linear Grayscale Camera Module.

Looking at the size of the input image, it suggests that if the image is to be applied directly to the neural network, the neural network will require 64 neurons on its input layer. However, via several experiments, it was found that the neural network was not able to generalize. Thus,
the 64 grayscale values are divided into 8 segments, each containing 8 pixels. For each segment, the average grayscale value is calculated and fed to the neural network on each iteration. This conversion results in 8 average grayscale values for the 8 segments. Similarly, the neural network architecture shown in Fig. 4 could be applied to this controller. The reward function was designed similar to the sensor-based obstacle avoidance controller.

D. Obstacle Avoidance Controller based on a Combination of Sensor and Visual Inputs

This controller was proposed in order to overcome the weakness of the vision-based obstacle avoidance controller. Its weakness will be illustrated in the following section. This controller does not only avoid obstacles but it also stays away from black objects. This behavior is created by implementing a Fuzzy Logic Controller (FLC). The FLC fuzzifies the 8 sensor and 8 average grayscale values into 8 outputs. It is designed in such a way that the sensor readings take more priority over the visual input. For each input, three membership functions are specified i.e. low, medium and high. The membership functions for the sensor inputs are as illustrated in Fig. 6(a) and the membership functions for the averaged grayscale values of the linear grayscale image are as illustrated in Fig. 6(b).

As there are 8 sensors and 8 averaged grayscale values, the rules are relatively easy to define. The combination of the sensor input and image segment will totally depend on its position. For example, sensor ds0 which is located on the left side of the Khepera will be combined with the averaged value of the left most segment of the grayscale image. For the last two averaged values, there are no other options but to pair it with the two rear sensors. However, this is not to worry as the two readings from the rear sensors are normally not taken into consideration as there are no backward motions. Fig. 7 shows the membership function of the FLC outputs and the rules for each pair of inputs are as follows,

- If (ds0 is high) then (output1 is high) (1)
- If (ds0 is medium) and (a0 is medium) then (output1 is medium) (1)
- If (ds0 is medium) and (a0 is low) then (output1 is medium) (1)
- If (ds0 is low) and (a0 is high) then (output1 is high) (1)
- If (ds0 is low) and (a0 is medium) then (output1 is medium) (1)
- If (ds0 is low) and (a0 is low) then (output1 is low) (1)

The neural network architecture implemented for this controller is a 3 layer feed-forward backpropagation neural network. Likewise, it has 8 neurons on the input layer (pure linear activation function), but 32 neurons on the hidden layer (tangent sigmoid activation function) and 5 neurons on the output layer (pure linear activation function). The Variable Learning Rate Backpropagation training algorithm was utilized and its reward function is designed as,

- Forward Motion: +0.50
- Turn Left: +0.15
- Turn Right: +0.15
- Rotate Left: -0.20
- Rotate Right: -0.20

A collision is defined to take place when any one of the five front sensors reads a value exceeding 600. If so, the reward for that iteration is -10.00. Then if the total number of inputs in the current state exceeding 200 is less than the total number of inputs in the next state exceeding 200, then the original numerical reward assigned for taking that action gets an additional 0.50.

V. RESULTS AND DISCUSSION

Before presenting the results of the controllers, there is a need to develop certain measures to evaluate the function approximator, which is the neural network in this case. Most supervised learning seeks to minimize the mean-squared error (MSE) over some distribution, P, of the inputs. Another measure is the number of epochs it takes the neural network to acquire a behavior. However, with this algorithm, it is very hard to ensure that a better approximation at some state can be gained without the expense of worse approximation at other states. This widely known
issue is termed as the interference problem. As such, the most effective performance measure of the neural network performance is through observation of its actual behavior. Although this does not provide an accurate measure of its performance, however, it is the best way to ensure the function approximator had successfully acquired the desired behavior. Video clips of the robot were recorded for observation purposes. However, to illustrate the results in this paper, the trajectory taken by the robot in the simulated and actual environment will be drawn.

A. Sensor-based Obstacle Avoidance Controller

It could be seen in Fig. 8 that the robot has successfully demonstrated an obstacle avoidance behavior. In the simulation, more obstacles are present. This is due to the convenience of the custom maze building feature in the supervisor controller program developed in Webots. However, for the real robot, the environment is made much simpler due to mobility issues. The learning time for each neural network which has its weights randomly assigned differs significantly. Thus, the number of epochs during each learning phase does not indicate anything at all.

Fig. 8 Sensor-based Obstacle Avoidance Controller (a) Simulation Results and (b) Real Robot Results

B. Sensor-based Wall Following Controller

The sensor-based wall following behavior was successfully acquired by the robot and the results are illustrated in Fig. 9. As compared to the previous controller, the movement of the robot is much more refined. This is because the robot travels following the position of the walls. To achieve this behavior will only require slight modifications in the reward function.

Fig. 9 Sensor-based Wall Following Controller (a) Simulation Results and (b) Real Robot Results

C. Vision-based Obstacle Avoidance Controller

The results shown in Fig. 10 suggest that the neural network is able to generalize when the average grayscale values are fed into the neural network. Although the robot learns how to avoid colliding onto walls through the visual input, however, its limited field of view has resulted in side collisions. Due to this, the controller was not tested on the real robot to avoid unnecessary damage.

Fig. 10 Vision-based Obstacle Avoidance Controller (a) Simulation 1 and (b) Simulation 2

D. Obstacle Avoidance Controller based on a Combination of Sensor and Visual Inputs

This controller incorporates two behaviors with the same goal; the obstacle avoidance behavior together with the avoidance of dark object by implementing a FLC. To test this controller, black objects are placed on strategic locations on the walls which act as a secondary guide for the robot to reach its final position. The sensor readings keep it safe from wall collisions on the side. This makes this controller more superior to the vision-based controller. Fig. 11 shows the trajectory taken by the robot in both simulated and actual environment.

Fig. 11 Obstacle Avoidance Controller based on Combination of Sensor and Vision Inputs (a) Simulation Results, (b) Real Robot Results 1, (c) Real Robot Results 2
E. Discussion

The main advantage of reinforcement learning is its ability to allow the robot to learn through interaction. The environment can be totally unknown. It learns through the rewards it obtains for each action taken under different states. This concept is similar to how humans learn. Humans learn naturally through experience. For example, we learn not to touch a cactus after we get our fingers pricked. The pain has resulted in a negative reward. As such, through an accumulation of different experiences, humans acquire new skills and behavior. Of course, for the case of reinforcement learning controller, it will require further advances in its theory before it could reach such levels.

The drawback about the learning algorithm is the large amount of unknowns. All the parameters such as the discount rate, initial temperature parameter, reward function and neural network parameters are unknowns. There are no formulas or guidelines to select an optimum set of parameters for the problem at hand. This has resulted in a major drawback when different configurations are being experimented. Performing analysis on the neural network is already complex enough but the additional parameters introduced by the learning algorithm makes the analysis even tougher. Due to large number of parameters which could be altered, it is often quite hard to identify the actual reason for the failure of the robot to learn a desired behavior. The only way to identify how these parameters influence the system is through experience. Experimental results reveal that the discount rate should always start from a lower value such that the neural network, which has its weights randomly assigned, could settle down to an equal state before the actual learning phase starts. Then, the discount rate is slowly increased as the number of iteration increases. Furthermore, it was found that the Variable Rate Learning Backpropagation training algorithm works well for the value approximation problem.

Another major drawback with this algorithm is the presence of the interference problem. One approach to this problem is to adopt the Semi-Online Neural Q-Learning algorithm [13]. This network acts locally and assures that learning in one zone does not affect the learning in other zones. It uses a database of learning samples. The main goal of this database is to include a representative set of visited learning samples, which is repeatedly used to update the Neural Q-Learning algorithm. The immediate advantage of this is the stability of the learning process and its convergence even in difficult problems. All the samples in the database will be compared to the new ones. If the old ones are found similar to the new ones, they will be replaced. This ensures that the database is maintained at the optimum size and no extra unnecessary training time is taken due to duplicate samples. However, there are still issues regarding the training required for each training cycle when the database scales up. Furthermore, an efficient updating procedure is required for the database such that minimum time is required for the updating process.

VI. Conclusion

In this paper, four reinforcement learning controllers based on the Neural Q-Learning algorithm were designed and tested on the actual and simulated robot using the Webots Commercial Robot Simulation software. In addition to building a flexible simulation environment for the Khepera II, further extension was made to the work by Yang, G.-S. et al [4] and Huang, B.-Q. et al [5] by validating the sensor-based obstacle avoidance controller on the actual robot. This eventually leads to the investigation of the wall following behavior and vision based controllers with the pros and cons of the learning algorithm observed during experiments being highlighted. In conclusion, the robot was able to acquire its desired behavior through its interaction with the environment.
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